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Sociology 601 homework #8


Sociology 601

Homework #8: due November 12, 2009.  
The following assignment uses data from our web page and STATA commands (not all of which we have reviewed as of November 5).
Do the following exercise based on data from Mark Chaves and David E. Cann, 1992.  “Regulation, Pluralism, and Religious Market Structure.”  Rationality and Society 4(3):272-290.

Chaves and Cann look at the following variables:

attend: Weekly percent attending religious services.

regulation: State regulation of religion, as measured by an additive, six-item scale composed of yes/no indicators.  (Alpha reliability = .82)  Here are the component dichotomous indicators:

d1 = there is a single, officially designated state church

d2 = there is official state recognition of some denomination but not others

d3 = the state appoints or approves the appointment of church leaders

d4 = the state directly pays church personnel salaries

d5 = there is a system of ecclesiastical tax collection

d6 = the state directly subsidizes, beyond mere tax breaks, the operating or other expenses for churches.

regulationi = d1i + d2i + d3i + d4i + d5i + d6i
The data were collected from 18 countries.

Write a STATA program to analyze the class data set to answer the following questions.  Copy the results from the STATA output window to a word processor or save the output in a .txt file using the STATA log command:

A.  Before doing any statistical analyses, consider the causal structure.  Of the two variables, Chaves and Cann consider state support of churches as the explanatory variable and attendance as the response variable.  Try to make two statements: one supporting this assignment of variables, and one suggesting that state support of churches should be the response variable and church attendance the explanatory variable.

B.  Is this a random sample?  To what population are we trying to make inferences?

C. Are these two variables interval level variables with normal distributions?  Describe all the violations of our assumptions about variables in a linear regression?

D. Use STATA or excel to plot the relationship between state support of religion and church attendance.  Include a best linear fit in the plot.

E.  Identify any outlier observations, and explain why they are outliers.  Discuss possible justifications for including or excluding outliers.

F.  Is there (visual) evidence of heteroscedasticity?  Besides being a statistical problem, what might be a conceptual interpretation of heteroscedasticity in this case?

G. Is there (visual) evidence of non-linearity in the relationship?  Describe.

H. Use STATA to calculate the slope and intercept. Interpret the slope and the intercept.  Refer to the line drawn in the plot for D above: describe how the slope and intercept fit the plotted line.

I.  Calculate the correlation coefficient from the regression coefficient in the regression output and from the standard deviations from the summary statistics output.  Confirm your calculations using the STATA correl command.   Interpret the correlation coefficient.

J.  Using the covariance option on the STATA correl command, get the variances and covariance of the two variables.  Calculate the regression coefficient using the results in this variance/ covariance matrix and confirm your result from the STATA regression output.

K.  Calculate the coefficient of determination from the correlation coefficient.  Confirm your calculation from the STATA regression output.  Interpret the coefficient.

L.  Calculate the standard error of the regression coefficient from the STATA regression and summary statistics outputs.  Confirm your calculation from the STATA regression output.  Calculate the 95% confidence intervals from your calculated standard error and confirm your calculation from the STATA regression output.  Use the confidence interval to describe your results.

M.  Use STATA to calculate the residuals in two different ways.  First, use the predict command to calculate the residual from the STATA regression, then generate a new variable using the regression equation and the observed values of “regulation”.  List the values of both variables and confirm that both methods yield the same result.

N. Use STATA to re-compute the regression without the biggest outlier.  Interpret all the relevant results.  What is similar and different about your conclusions with and without the outlier?

II. Agresti and Finlay, chapter 10:
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